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Abstract 

One could think that bibliometric measurement of academic performance has 
always been digital since the computer-assisted invention of the Science 
Citation Index. Yet, since the 2000s, the digitization of bibliometric 
infrastructure has accelerated at a rapid pace. Citation databases are indexing 
an increasing variety of publication types. Altmetric data aggregators are 
producing data on the reception of research outcomes. Machine-readable 
persistent identifiers are created to unambiguously identify researchers, 
research organizations, and research objects; and evaluative software tools and 
current research information systems are constantly enlarging their 
functionalities to make use of these data and extract meaning from them. In 
this article, we analyse how these developments in evaluative bibliometrics 
have contributed to an extension of indicator-based research evaluation 
towards data-driven research analytics. Drawing on empirical material from 
blogs and websites as well as from research and policy papers, we discuss how 
interoperability, scalability, and flexibility as material specificities of digital 
infrastructures generate new ways of data production and their assessment, 
which affect the possibilities of how academic performance can be understood 
and (e)valuated. 
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Introduct ion 
With the promise of “using advanced data analytics and super-
computer technology” for processing “large amounts of data to 
generate powerful analyses and visualizations on demand” (Elsevier 
2021a) by Elsevier’s software program SciVal, academic performance 
measurement seems to have entered a “brave new world” of research 
evaluation. Yet, one could say that bibliometric measurement of 
academic performance has always been digital. Since the launch of the 
first citation database, the Science Citation Index (SCI), in 1964, 
bibliometrics has been tied to computer-based citation databases.  The 1

SCI was based – though still with punch cards – on the use of newly 
developed IBM computers to compile scientific literature based on 
indexing citations (Wouters 1999). So what is new about digitized 
valuation in academic performance measurement?  

Since the 1970s, citation databases have hugely broadened their 
range of functionality, content, and coverage and developed into an 
expansive digital infrastructure. What had been conceived of initially 
as a new method of information retrieval has evolved into a 
predominant tool for research evaluation (Garfield 1964; de Rijcke 
and Rushforth 2015; Petersohn and Heinze 2018). The digitization of 
academic performance measurement has since then accelerated at a 
rapid pace. Technological developments such as greatly increased 
storage and computing capacities as well as advanced data harvesting 
and assessment techniques have opened up an abundance of new data 
sources such as books and funding acknowledgements but also 
downloads, twitter mentions and likes, the latter coined “altmetrics” 
(Franzen 2015; Haustein et al. 2016). This datafication (Boyd and 
Crawford 2012; Mayer-Schönberger and Cukier 2013) of academic 
publishing and evaluation has triggered an unforeseen dynamic of 
expansion and diversification in bibliometric infrastructure for 
academic performance measurement.  

In this article, we analyse the development of digital infrastructure 
in evaluative bibliometrics which has contributed to an extension of 
indicator-based research evaluation towards data-driven research 
analytics. With our case of bibliometric infrastructure, we aim to 
contribute to the study of digitized valuation by highlighting how the 
material specificities of digital infrastructures influence the production 
and assessment of data in valuation processes. In a first step, drawing 
on comprehensive empirical material from blogs and websites from 
data providers, funders, and companies as well as on research and 
policy papers, we demonstrate how bibliometric infrastructure, 
including not only citation databases but also persistent identifiers, 

 Godin has shown that there have also been analogue “forerunners to bibliometrics” 1

(Godin 2006: 109) at the beginning of the 19th century when psychologists started 
collecting information about their disciplinary output of publications. 
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altmetric data aggregators, software tools, and information systems 
enable new modes of data production and assessment based on their 
distinct features of interoperability, scalability, and flexibility (Tilson et 
al. 2010; Büchner 2018). In a second step, we discuss how this 
development unfolds a “generative potential” (Mennicken and 
Kornberger 2021: 464) extending indicator-based research evaluation 
towards data-driven research analytics, influencing the possibilities of 
how academic performance can be understood and (e)valuated. 

A shor t introduct ion to evaluative bibl iometr ics 
Bibliometrics, the scientific discipline at the intersection of library and 
information science, sociology, history of science, and science policy, 
revolves around the application of mathematics and statistical methods 
to measure scholarly communication and to generate insights into the 
growth, structure, and development of scientific fields (Pritchard 1969; 
Debackere et al. 2019). Already in its formative years and fostered by 
the growing interest of the nascent science policy community in the 
1960s and 1970s, the sub-field of evaluative bibliometrics (Narin 
1976) branched out, providing methods, tools, and techniques for the 
quantitative measurement of academic performance in terms of its 
impact and output (Furner 2014; Debackere et al. 2019). After an 
experimental phase in the 1970s and 1980s, the use of bibliometrics in 
science policy and research management became a consolidated, yet 
continuously disputed practice in the 1990s. It nevertheless 
proliferated in performance-based funding schemes in national 
research assessment (Hicks 2012) and institutional resource allocation 
models (Hammarfelt et al. 2016) down to the use of individual-level 
metrics for getting hired or tenured, showcasing achievements and self-
monitoring impact as well as obtaining funding (Nicholas et al. 2020). 
Furthermore, the 2000s saw the advent of university rankings as 
global benchmarking tools that were and still are building on citation 
databases (Hazelkorn 2011; van Raan 2019). Additionally, by this 
time, the use of evaluative bibliometrics had become institutionalized 
and among some stakeholders, such as research administrators, an 
(even too) popular practice (Gingras 2016).  

These practices of quantified research evaluation rely heavily on 
bibliometric indicators such as the h-index or highly cited publications 
which have become an integral part of researchers’ CVs (Nicholas et 
al. 2020) or on the use of publication counts and other aggregate 
output measures as witnessed, for instance, in the Australian 
performance-based research funding formula (Butler 2003). This 
indicator-based research evaluation generates insights into academic 
performance that is supposed to complement (Moed 2007; Derrick 
and Pavone 2013) or is feared to supplant or override judgement by 
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academic peers, thereby moving evaluation “from a skilled operation 
to an automated, mechanical one” (Gingras 2016: 57).  

This concern of automated analysis, however, was exacerbated by 
developments at the turn of the century. With the rise of the internet 
and subsequent digitization of academic publishing the idea of 
measuring scholarly impact online through webometric methods such 
as content analyses of web pages or hyperlink counts started to gain 
traction (Thelwall et al. 2006). Growing criticism regarding the 
narrow conception of scholarly impact as well as the growth of social 
media platforms spurred the development of altmetrics in 2010 
(Björneborn and Ingwersen 2001; Priem 2014; Nuredini et al. 2021).  2

With the development of altmetrics and respective tools to generate 
them, a conceptual shift took place from the closed universe of citation 
databases towards a myriad of different data types such as clicks, 
downloads, views, tweets, mentions, or likes that were attributed 
relevance for indicating research performance. Yet, these data did not 
only extend the database for bibliometric analyses of research 
performance; they furthermore turned the idea of indicator-based 
research evaluation as measuring scientific merit within academia 
towards including research impact upon society at large.  

The rise of altmetrics demonstrates two things: First, it shows that 
the digitization of academic publishing and communication has 
enabled new modes of data production for evaluative purposes. 
Second, it highlights how technical developments in bibliometric 
infrastructure can influence our understanding of what academic 
performance is about. While research on evaluative bibliometrics has 
been strongly centred on methodological questions of database 
coverage and quality, indicator construction, their usage, and 
consequences (de Rijcke et al. 2016; Moed 2017),  we therefore 3

contend that the story of evaluative bibliometrics should not be told 
with a focus on common and alternative indicators for academic 
performance alone. Instead, research on academic performance 
measurement should also take into account the constantly progressing 
development of digital infrastructure that provides unprecedented data 
sources and respective tools to produce, process, and assess data. 
Focusing on the digitized bibliometric infrastructure behind academic 
evaluation, we ask how its constant growth affects the possibilities for 
academic performance measurement. We suggest that the ongoing 

 Altmetrics comprises many different types of “online metrics that measure scholarly 2

impact” (Haustein 2016: 415) which are generated on social networking platforms 
such as Facebook and ResearchGate, reference managers like Zotero and Mendeley, 
microblogging sites such as Twitter and social data sharing on Figshare or Github 
(Haustein 2016: 415).

 See for an exception Aström (2016) who has started theorizing on the relation 3

between digital infrastructure, indicators, and evaluation practices in bibliometrics.
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development of digital infrastructure gradually extends evaluative 
practices from indicator-based evaluation towards data-driven research 
analytics. The evaluation of scientific practice no longer depends on 
predefined indicators alone. Instead, constantly expanding possibilities 
in data production and assessment are becoming the drivers for how 
academic evaluation can be practised raising questions about the 
influence of data-driven analytics on the understanding and valuation 
of scientific practice as such. 

Digital infrastructures in valuation processes  
By 1995, Theodore Porter had already concluded that processes such 
as the production of seemingly objective performance measurement 
through quantification are influenced by technology: “Once the 
numbers are in hand, results can often be generated by mechanical 
methods. Nowadays this is usually done by computers” (Porter 1995: 
6). This quote shows that Porter still thought of computers as 
assistance to quantitative evaluations. However, today, they have come 
to play a crucial role not only in data assessment, but furthermore in 
data production through automated processes extending the amounts 
of assessable data to unprecedented quantities. The assessment of data 
through automated tools (Amoore and Piotukh 2015) and, moreover, 
the digitized production and processing of data about social practices 
and individual characteristics have become a crucial feature in current 
valuation processes (Lupton 2016; Fourcade and Healy 2017; Kiviat 
2019). The availability of technologies is constantly generating more 
ways of how data can be easily produced and assessed for various 
kinds of evaluative practices.  

The production and assessment of data through digital 
infrastructures have already been discussed in a considerable number 
of studies. Already in the 1990s, Bowker, Star and Ruhleder had 
addressed the question of how computer-based information systems 
were set up to produce data to support working routines based on 
predefined classificatory systems (Star and Ruhleder 1996; Bowker and 
Star 1999). Studying the introduction of computer-assisted 
administration to nursing care in hospitals, Bowker and Star 
demonstrated the performative effect of such infrastructure, intending 
to categorize the full range of nursing practices. While this 
infrastructure makes visible and acknowledges the multiple 
requirements of patient care that nurses constantly accomplish, it also 
defines how such work has to be done, allows for controlling 
employees, and makes other practices that are not captured within 
these categories become invisible (see also Star and Strauss 1999). 
Digital infrastructures thus perform a specific understanding of the 
processes they are supposed to support. Their performativity is based 
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on inscribed meanings and accounts of worth that their developers and 
providers and often even their users take for granted.  

The socio-material performativity of digital infrastructures has 
become a crucial aspect for studying the development and 
implementation of software systems for administrating and evaluating 
work processes in organizations. Yet, we also contend that the research 
perspective on performativity might need to be extended due to the 
increasing digitization of various processes and practices of everyday 
life jointly with the enormous growth of computing capabilities. While 
much research has focused on the socio-material assemblage of 
technology and social practice, particularly focusing on the social 
practices of either the providers or the users of technology and 
technology’s performative effects on their practices (Pollock and 
Williams 2007, Orlikowski and Scott 2008; Wagner et al. 2011; 
Bowker et al. 2019), it has become necessary to ask for the “generative 
potential” (Mennicken and Kornberger 2021: 464) of digital 
infrastructures. They do not only assist social practices of data 
production and assessment, but instead generate themselves new 
objects and structures in terms of unprecedented quantities of datasets 
and linkages between them triggering new ways of assessing them.  

In his study on the introduction of the stock ticker in financial 
markets, Preda addresses the stock ticker technology as a “generator” 
of new temporal structures in financial market practices (Preda 2006: 
754). The stock ticker was able to constantly present data on prices 
making any variation in prices immediately visible. Preda finds that 
this material specificity of immediate price data visualization led to a 
restructuring of representational language, cognitive tools and 
categories, and group boundaries. He moreover argues that this new 
technology of data production and presentation dramatically changed 
how financial markets were enacted. Stock ticker technology made 
time become a crucial factor in “playing the investing game” (Preda 
2006: 768). Alaimo and Kallinikos also argue for the generative 
capabilities of technology. Studying the recommender system of the 
audio streaming platform Last.fm, they discuss how automated 
technologies “blur the distinction between humans and machines” 
(Alaimo and Kallinikos 2021: 18) within organizations. Key 
operations in organizations are becoming performed by technology 
instead of human experts. Contrary to Bowker, Ruhleder and Star and 
their studies on the inscription of predefined classificatory systems into 
technology, they highlight that recommender systems do not build on 
predefined music genres, but instead construct new music categories by 
producing data about songs and their listeners focusing on relations 
between them (see also Unternährer 2021).  

These studies altogether highlight the generative potential of 
technology due to its material specificities that do not only perform an 
effect on practices through inscribed and predefined classificatory 
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systems. They also generate new ways of creating, categorizing, and 
thus structuring objects based on their technical capabilities of 
producing linked data. Studying the development of bibliometric 
infrastructure in academic evaluation makes it necessary to ask not 
only for normative classifications and accounts of worth about 
academic “performance”, “output”, and “impact” that are inscribed 
into technology. But also, to understand how the constantly 
progressing digitization of bibliometric infrastructure is changing how 
academic evaluation can be realized, we need to focus on the material 
specificities that are created through digitization and respective 
technological developments.  

The material specificities of digital infrastructures have already been 
addressed in information systems research. Tilson et al. define digital 
infrastructures – particularly in contrast to physical infrastructures – 
“as shared, unbounded, heterogeneous, open, and evolving 
sociotechnical systems comprising an installed base of diverse 
information technology capabilities and their user, operations, and 
design communities”. They emphasize that such infrastructures 
“cannot be defined through a distinct set of functions […], or strict 
boundaries […]. In contrast, they are characterized by dynamism and 
longevity and are relational in nature” (Tilson et al. 2010: 1–2). Digital 
infrastructures per se are not static and predetermined in their usages 
and meanings. Instead, their material specificities can be characterized 
through three distinct features (see also Büchner 2018): Digital 
infrastructures can be made interoperable with other tools and devices 
depending on their application programming interface (API). This 
interoperability enables more and diverse uses of the same data 
through connecting new devices and allowing for mutual data 
exchange. Yet, it also allows for interconnecting multiple sets of 
different data and analysing the relations between them. Digital 
infrastructures are also scalable. They can be easily reduced or 
enlarged and new modules with new functionalities can be constantly 
added to an already existing system. This scalability leads to the 
capability to constantly produce and process various kinds of data and 
metadata which makes digital infrastructures highly flexible in their 
application because the meaning of these data is not predefined. 
Instead, data is made meaningful through the inscribed functionalities 
of the infrastructures and how they are put into use. Digital 
infrastructures thus do not produce data that can only be used in a 
particular context. 

The interoperability, scalability, and flexibility of digital 
infrastructures enable the aggregation and linkage of masses of data 
and allow for a constant search for new ways to extract meaning from 
them. These material specificities make the production and assessment 
of data an intrinsic characteristic of digital infrastructures. Which 
kinds of data can be produced, how these data can be linked, and, 
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finally, how they can be processed and meaningfully assessed is not 
structured through the social inscription of categories and 
classifications alone. It also depends on material constraints and 
affordances provided by technology. Yet, we do not claim that such 
specificities necessarily lead to specific practices.  Instead, we argue 4

that we should take the role of technology seriously in its generative 
potential to determine what counts as meaningful and valuable.  

In our case study on current developments in evaluative 
bibliometrics, we trace the increasing interoperability, scalability, and 
flexibility of bibliometric infrastructure to shed light on how these 
features have enabled new ways of producing, aggregating, and linking 
data about scientific practice generating new possibilities for academic 
evaluation. We focus on specific parts of this digital infrastructure 
namely citation databases, altmetric data aggregators, and persistent 
identifiers as well as software tools and current research information 
systems. We discuss how they enable and promote a constantly 
progressing extension from indicator-based research evaluation 
towards data-driven research analytics that might change the 
understanding and valuation of scientific practice as such.  

From ci tat ion indices to l inked data: Char t ing the 
development of bibl iometr ic infrastructure 
Our analysis of the development and material specificities of central 
citation databases – the most influential altmetric data aggregators, 
mature persistent identifiers as well as widely spread software tools 
and current research information systems as crucial parts of 
bibliometric infrastructure – rests on a broad range of empirical 
material. We have searched websites from companies, foundations, and 
other organizations dealing with bibliometrics, research policy, and 
data analytics. Additionally, we have studied blogs,  the GitHub 5

repository, research publications on bibliometric methods, indicators, 
tools, and databases, as well as grey literature such as policy 
documents or white papers to chart the growing landscape of 
bibliometric infrastructure. In our data collection and analysis, we 
have focused on developments from the year 2000 onwards when the 
databases Scopus and Google Scholar emerged as first competitors to 
the long-lasting monopoly of Web of Science as the only provider of 
citation data transforming bibliometric infrastructure into “a crowded 
marketplace” (de Rijcke and Rushforth 2015). 

 See for arguments against technological determinism MacKenzie and Wajcman 4

(1999).

 These blogs comprise, in particular, the Bibliomagician and Leiden Madtrics as well 5

as blogs from Crossref, ORCiD, and ROR.
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Citation databases 

The fundamental backbone of bibliometric infrastructure consists of 
citation databases that collect and store data and metadata about 
publications, their authors, and citations (see Figure 1). In 1992, the 
original Science Citation Index was acquired from its inventor Eugene 
Garfield and his Institute of Scientific Information by the information 
company Thomson Reuters and renamed Web of Science. Web of 
Science has broadened its coverage and selection policy beyond the 
initial focus on journal articles and also added conference proceedings, 
books, and data over the years (Birkle et al. 2020), thereby extending 
its content towards applied sciences, arts and humanities as well as 
social sciences. The ownership of the citation database changed again 
in 2016 when the company Clarivate acquired Web of Science. Web of 
Science is accessible to subscribers by a web interface for basic 
searches and for referring to the Journal Impact Factor, h-index and 
other citation metrics. APIs allow “power users” in research 
management to apply more advanced searches and analyses (Birkle et 
al. 2020). It currently covers up to 155 million records of publications 
(Martín-Martín et al. 2021).  

For more than 40 years, Web of Science has remained the one and 
only citation index available. Its monopolistic position was challenged 
in 2004 by the international publisher Elsevier which launched its 
curated, selective citation database Scopus. Scopus contains at least 76 
million records (Martín-Martín et al. 2021) and has become an equally 
important resource for bibliometric large-scale analyses and policy 
purposes such as national and institutional research assessments, 
governmental policy analyses and reports as well as university 
rankings (Baas et al. 2020). Like Web of Science, it incorporates 
citation and journal metrics, some of them especially developed based 
on Scopus data, like the CiteScore (Teixeira da Silva and Memon 
2017). APIs provide limited or full access to citation records, search 
functionalities, and download options depending on the subscription 
model chosen (Baas et al. 2020).  

Shortly after the introduction of Scopus, Google Scholar was 
launched by big tech giant Google. Google Scholar differs significantly 
from the traditional citation databases. Contrary to Web of Science 
and Scopus, it does not only provide free access to its database with a 
simple, easily accessible and usable web interface. Google Scholar also 
indexes online available research documents of any kind of quality, 
form, and type, regardless of whether the content is peer-reviewed or 
not or even published in a journal. It represents the first academic web 
engine of its kind (Orduña-Malea et al. 2014). Instead of offering 
curated content following the principle of selectivity, Google Scholar 
applies an unsupervised indexing process based on automated bots 
crawling the web. Citation counts can only be provided based on the 
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extraction of cited references from retrieved full texts which impacts 
not only data quality but also the computation of respective citation 
metrics (López-Cózar et al. 2019). Although no official figures exist, it 
is estimated that it contains more than 300 million records (Martín-
Martín et al. 2021). 

Another free citation database that also functions like an academic 
search engine based on Bing’s web crawling infrastructure was 
Microsoft Academic Search, which was developed in 2006 by 
Microsoft in response to Google Scholar. The database developed at a 
rapid pace: being limited at first to computer science and technology 
fields, it expanded to more subject categories based on agreements 
with different source providers and improved technical features such 
as browsing capabilities. Similar to the aforementioned databases, 
Microsoft Academic Search also contained bibliometric performance 
indicators as well as visualizations of publication, citation and 
authorship networks (Orduña-Malea et al. 2014). While this version 
was silently obsoleted in 2012, Microsoft opted for a relaunch in 2016 
with a new design and motivation. Cloud-computing and artificial 
intelligence technologies formed the technological backbone of 
Microsoft Academic and of its core component, the Microsoft 
Academic Graph. The graph was a network-like structure comprising 
bibliographic metadata and the relationships among them (Wang et al. 
2020). By means of machine reading and artificial intelligence all Bing-
indexed webpages, metadata feeds, and publishers were text-mined 
and organized into the graph (Microsoft 2021b). The Microsoft 
Academic Graph covered around 255 million records from all stages 
of research publications, ranging from preprints to reprints (Orduña-
Malea et al. 2014; Wang et al. 2020). Via an API data could be 
retrieved either as raw data or as pre-processed data (Hug et al. 2017). 
However, Microsoft Academic was discontinued in 2021 (Microsoft 
2021a). Non-profit initiatives such as the database OpenAlex have 
stepped into this void, using data from the Microsoft Academic Graph 
and combining it with more data gathered from other sources and web 
crawls. It was launched in spring 2022 by OurResearch (OpenAlex 
2022). 

Besides OpenAlex the most recent addition to the database 
backbone of bibliometric infrastructure is Dimensions by Digital 
Science, which was launched in 2018. This database differs 
significantly from the others because it is not a strictly bibliographical 
database but also contains a wider set of document types such as 
awarded grants, policy papers, clinical trials and patents next to 
scholarly publications and their citations. It sources data from a 
variety of organizations, indices, and initiatives. The proclaimed 
ambition of Dimensions is to broaden the narrow frame of publication 
and citation analyses (Herzog et al. 2020). The database now amounts 
to over 105 million records (Martín-Martín et al. 2021). Dimensions 
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aims for “not only aggregating millions of previously siloed records 
but also creating links between these records based on increasing 
occurrence of persistent identifiers, as well as AI-based techniques, and 
by mining relationships referred to in full text” (Herzog et al. 2020: 
390). It thus enables the linkage of different datasets providing 
encompassing metadata about publications, their authors, their 
funding, and resulting “output” such as patents, clinical trials, or 
policy references. The developers refrain from creating their own 
metrics and indicators as do Web of Science, Scopus and Google 
Scholar, or from providing data for university rankings. However, 
Dimensions actively encourages large-scale bibliometric analyses 
including indicator development by the scientometric research 
community via a dedicated API for data retrieval and analysis (Herzog 
et al. 2020: 390). Dimensions is accessible in its free version from 
online interfaces that allow for contextual search and data 
visualizations for research purposes. Institutional reporting and 
analyses or consulting are, however, only possible based on 
subscriptions (Herzog et al. 2020: 390).  

Although differing in their coverage and selection policies, these 
citation databases have grown by millions of records since their 
inception. The increasing data volume allows for flexibly deriving 
citations from increasingly varied sources and publication types as well 
as other forms of output such as patents or policy papers. While most 
of these databases incorporate and effectively disseminate their own 
set of metrics and indicators (Jappe 2020), developments such as the 
Microsoft Academic Graph, OpenAlex or Dimensions’ approach of 
“linked research data from idea to impact” (Dimensions 2021a) 
demonstrate that networked graphs become increasingly important 
extending indicator-based research evaluation towards research 
analytics. Instead of predefined indicators, such ways of producing, 
linking, and presenting masses of data display correlations that 
provide the ground for “discovery and analytics” (Dimensions 2021a) 
without any pre-given operationalization of what academic 
performance is about. While the providers of OpenAlex and 
Dimensions promote the scientific use of their linked data, fee-based 
licence models also exist for commercial and large-scale purposes. 
With these licence models, database providers also foster research 
analytics’ entrance into the market for data-driven research 
intelligence. 

Besides the linkage of different datasets, all of these citation 
databases display a high amount of interoperability and scalability. As 
we highlight in the following sections, they incorporate persistent 
identifiers to enhance data quality and also offer APIs for data retrieval 
and analysis. These interfaces allow for their integration in software 
tools and current research information systems that provide meaning 
to these masses of linked data on research and researchers.  
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Figure 1. Development of citation databases and altmetric data aggregators. 
Source: Authors’ own illustration. 

Altmetric Data Aggregators 

With the digitization of academic publishing, it has not only become 
easier to collect data about publications, authorship, and citations. 
Also, the communication behaviour of researchers including 
“publishing, posting, blogging, scanning, reading, downloading, 
glossing, linking, citing, recommending, acknowledging” (Cronin 
2005: 196; cited in Haustein et al. 2015) has turned into a new source 
for tracking the usage of research publications. Since then, new ways 
of producing data on research usage have been established. So called 
altmetric data aggregators  collect data resulting from views, 6

downloads, blog posts, tweets and other digitally visible forms of 
usage based on sources such as bibliographic reference managers, 
social media platforms or even policy documents and make them 
publicly available (see Figure 1). While it takes some time for 
publications to become cited, these data are propagated as measuring 
research impact in real-time by the scientific community and even 
society at large (Priem et al. 2010).  

The Public Library of Science (PLOS) became the first database to 
produce data about the online usage of research articles. In 2009, they 
started the open source application Lagotto to provide data based not 
only on their own counts of views and downloads (Lagotto n.d. a) but 
also on other external sources such as the bibliographic reference 
manager Mendeley, the social media platform Twitter, and Crossref. 

 See for a comprehensive comparison of different aggregators Zahedi and Costas 6

(2018) and Ortega (2020).
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They classified these data into the categories “viewed, saved, discussed, 
recommended, and cited” (Lagotto n.d. b) as these categories were 
intended to represent different forms of user engagement and thus of 
impact (Lin and Fenner 2013).  

These first developments were followed by the “altmetrics 
manifesto” from Jason Priem and colleagues in 2010 which called for 
enlargement of the focus of measuring research impact beyond the 
often problematic citation counts for better giving credit to researchers 
and their impact (Priem et al. 2010). In 2011, jointly with Heather 
Piwowar, Priem founded the non-profit organization ImpactStory.  7

ImpactStory is an online platform where researchers can create a 
profile including different kinds of their research output like 
publications and pre-prints as well as datasets and software. Based on 
a software tool called “total-impact” Priem and Piwowar claim to be 
able to “capture unprecedented amounts of data showing all sorts of 
uses of all sorts of products by all sorts of people” (Priem and 
Piwowar 2012). ImpactStory provides researchers but also other users 
such as funders with information about the usage of these research 
items including various sorts of mentions in academic contexts, the 
geographical reach of their research, or their open access activities. 
Priem and Piwowar highlight that ImpactStory does not only provide 
its users with numbers but also puts these numbers in context by 
comparing them with achievements of other researchers (Priem and 
Piwowar 2012). In addition, ImpactStory allows for the reuse of its 
data providing a free API. 

ImpactStory, however, is not the only online platform that 
aggregates different sorts of data on the usage of research. In the same 
year, two further altmetric data aggregators were launched based on a 
similar idea. Altmetric.com displays article-level metrics as a colourful 
“altmetric donut” with each colour highlighting a different kind of 
source where an article has been mentioned. It furthermore provides 
the Altmetric Attention Score, which is “an automatically calculated, 
weighted count of all of the attention a research output has received” 
(Altmetric n.d. a). Like ImpactStory, Altmetric.com equally addresses 
not only researchers but also publishers, research organizations, and 
funders. In 2012, the start-up became part of the Digital Science 
portfolio (Wikipedia 2021a). Altmetric.com provides a free API for 
scientometric research, but access can also be purchased by 
commercial users (Altmetric n.d. b).  

Another altmetric data aggregator has been developed by the 
company Plum Analytics. With their tool PlumX, they provide 
altmetrics for a broad variety of research objects (Herb 2019). PlumX 
is thus neither focused on the individual researcher nor on research 

 Today, the organization has been renamed OurResearch, with ImpactStory as one 7

of their products.
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publications. Nonetheless, it can be used to track the altmetrics of 
individual research output. Since 2015, with the PlumX suite, it has 
also included a benchmarking tool for research organizations 
(Wikipedia 2021b). Unlike ImpactStory, it has no freely accessible API. 
Instead, since it was acquired by Elsevier in 2017, which now uses 
PlumX across their journals to display the metrics of research articles, 
it is open only to Scopus subscribers (Scopus 2019). However, its 
metrics are publicly accessible.  

A more recent development is Crossref Event Data, which started in 
2016. The term “event data” refers to a similar kind of data deployed 
by other altmetric data aggregators such as a mention in a blog post or 
a comment on a social media platform. Contrary to Altmetric.com and 
PlumX, Crossref Event Data neither offers website plugins nor 
provides metrics or any other sort of data analysis. Instead, Crossref 
allows access through an open API highlighting that they only 
“provide the unprocessed data – you decide how to use it” (Crossref 
2020a). They explicitly refrain from presupposing distinct uses of their 
metadata. Yet, they regard “data intelligence and analysis 
organisations” (Crossref 2020a) among their potential users.  

These different altmetric data aggregators have in common that 
they seek to complement or even to outstrip traditional citation indices 
as the primary source of information about academic performance 
fostering data exchange and interoperability with citation databases 
and other software tools for research assessment by providing APIs. 
They flexibly build on the rapidly changing digital traces of research 
items and any kind of online interaction with them to generate 
meaning about impact within and beyond academia. To this end, they 
create new metrics and indicators such as the Altmetric Attention 
Score or ImpactStory achievements. However, these efforts to establish 
digital traces as meaningful indicators have also become ends in 
themselves  leading to a “lack of a theoretical foundation coupled with 8

(…) pure data-drivenness” (Haustein 2016: 418). Altmetrics are thus 
not based on methodologically sound operationalization defining what 
they can or cannot indicate. Instead, their production is determined by 
technical affordances and commercial interests leaving open the 
question as to how these data can actually be interpreted and used for 
evaluation purposes. Indicators are thus not only the basis for research 
evaluation but themselves a product of data-driven analytics.  

Persistent identifiers  

Persistent identifiers are digital markers that were developed to 
unambiguously identify researchers, research organizations, and 

 Additionally, academic social networking sites like ResearchGate and Academia.edu 8

use data analytics to predict and foster social interactions among members 
attempting to identify future research trends (Delfanti 2021).
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research objects (see Figure 2). The idea followed from the constant 
digitization of academic publishing and the growing digital storage of 
research output such as publications but also datasets, software, and 
other research objects. Persistent identifiers were invented from the 
1990s onwards to address challenges resulting from the problem, also 
known as “link rot” (Klump et al. 2017: 1), where internet references 
did not permanently link an object to a persistent URL; URLs could 
change making the linked object inaccessible and irretrievable 
(Dellavalle et al. 2003). It was feared that research output might get 
lost if there was not a reference system for online publications and 
other digital research objects reaching beyond the unstable web links.  

Figure 2. PID development. 
Source: Authors’ own illustration. 

The PubMed ID (PMID) and the Digital Object Identifier (DOI) 
became the most prominent ones for research publications with the 
DOI as the only persistent identifier that is currently used by academic 
journals across publishers and disciplines. The DOI consists of letters 
and numbers that provide a unique and unambiguously identifiable 
signature for a particular research publication. It also provides 
metadata such as the author and the place where a research article is 
published that become inextricably linked to the article. The DOI has 
thus become the core technology for the digital academic publishing 
system allowing for the unambiguous identification and correct 
referencing of a publication and the constant monitoring of its output 
(Paskin 2010). In 1997, the International DOI Foundation (IDF) was 
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established, which to date manages the assignment of DOIs to research 
publications (International DOI Foundation 2015).  

The DOI gained traction particularly through the foundation of 
Crossref (before CrossRef) in 2000 (Crossref 2020b). Crossref was 
founded as an initiative of influential publishers who saw a need to 
adapt to the age of digital publishing. They started to provide links 
between articles and their references across journals of different 
publishers that were only possible based on the accurate identification 
of publications using the DOI as their key signature (Meadows et al. 
2019: 3). The unambiguous identification of research publications 
facilitated the tracking of citations in other publications. To date, the 
IDF has assigned approximately 257 million DOIs to digitally as well 
as physically available objects through several registration agencies 
(International DOI Foundation 2021).  

Besides institutionalization of the DOI as a standard marker for 
research publications, there are constant new attempts to broaden its 
scope or even to establish further persistent identifiers. While the DOI 
was originally designed for identifying research publications, 
organizations such as DataCite, which was founded in 2009, are 
attempting to enlarge the scope of the DOI towards further research 
objects such as research datasets. Crossref has moreover started to 
build a persistent identifier for funding bodies. They promote these 
efforts with the idea of having “transparency into research funding and 
its outcomes” (Crossref 2020c). Currently, there are, in particular, two 
further persistent identifiers which are pushed to the fore: the Open 
Researcher and Contributer ID (ORCID) for researchers and the 
Research Organization Registry (ROR) for research organizations.  

The ORCID iD is designed as a persistent identifier for researchers. 
It was launched in 2012 and is operated by the non-profit organization 
ORCID Inc. It was founded by major publishers like Elsevier and the 
Nature Publishing Group but also by research organizations such as 
the European Molecular Biology Organization (EMBO) and the 
European Organization for Nuclear Research (CERN). The ORCID iD 
was developed as an overarching identifier based on software adapted 
from Thomson Reuters’ ResearcherID system  and is now open source. 9

By allowing to unambiguously identify authors of research 
publications, it responds to the problem that names of researchers are 
not unique, can be spelled differently and can change over time 
making it difficult to relate research publications to their authors 
(Wikipedia 2021c). To date approximately 11 million IDs have been 
assigned to authors (Wikipedia 2021c).  

To get an ORCID iD researchers need to register themselves. On 
registering, researchers are provided with a profile to which they can 

 Like the Web of Science ResearcherID, Elsevier has also set up a proprietary Scopus 9

ID.
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add their publications. ORCID has furthermore started to encourage 
researchers to integrate into their profile additional information about 
their CV, their funding, and their entire research output. Registered 
researchers can also agree to make their information available to 
organizations such as publishers, funders, or research organizations 
that have obtained ORCID membership. Through a member API 
ORCID members can have access to the profiles of individual 
researchers and their data. With the users’ permission they can also 
include additional information to researchers’ profiles. The ORCID iD 
is thus attempting to become an inclusive record of research careers 
encompassing a variety of information about individual academic 
careers and achievements. It is furthermore already “routinely used by 
academic-facing platforms as an authentication tool (such as the data 
repository Zenodo and some journal peer review systems), by 
publishers and journals to track article progress with authors, by 
institutions to build researcher performance profiles and also by 
research funders” (Klump et al. 2017: 3) that have started to include 
this information in their application process. In addition, research 
organizations have started “to update ORCID records and to register 
their employees and students for ORCID identifiers” (Klump et al. 
2017: 8) making this information usable for internal monitoring and 
external reporting. 

Persistent identifiers are  developed not only for researchers but also 
for research organizations. The first identifier was the Ringgold ID 
which was established in 2003 at the request of the publishing industry 
to make institutional subscribers to publishers unambiguously 
identifiable because, like authors, organization names too can be 
spelled differently and change over time (Ringgold Inc. 2021). While 
Ringgold is designed to serve the needs of publishers helping them to 
connect different sets of information about the same customer 
(Ringgold Inc. 2021), the Global Research Identifier Database (GRID) 
was implemented by Digital Science in 2015. The GRID ID identifies 
organizations through information extracted from research funding 
grants and research paper affiliations and adds metadata such as 
“established dates, name aliases, acronyms and geolocation” as well as 
“links to external webpages such as Wikipedia and official websites” 
(GRID 2021a) and further persistent identifiers to them. It is 
exclusively linked to the database Dimensions from which it obtains 
data for creating GRID IDs. Simultaneously, the GRID ID can be used 
to draw data on organizational affiliations from the Dimensions 
database and to attribute it to a particular organization enabling the 
creation of an organization’s record (GRID 2021b) which can be used 
for institutional reporting. The newcomer among the persistent 
identifiers for organizations is the Research Organization Registry 
(ROR), which was only established in 2019 based on an initiative by 
17 organizations, among them Crossref, DataCite, and ORCID 
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(Ferguson et al. 2019: 14). To get started, the ROR relied on data from 
GRID, but was designed as an “an open, sustainable, usable, and 
unique identifier for every research organization in the world” (ROR 
n.d. a) aiming for the inclusion of comprehensive metadata. Its 
proclaimed goal is to provide a “proper description of relationships 
between contributors, contributions, research sponsors, publishers, and 
employers” (ROR n.d. b). 

This short overview highlights that persistent identifiers 
simultaneously result from and contribute to the enormous growth of 
data and metadata about research and research practice. They serve to 
improve data quality by unambiguously identifying people, 
organizations, and objects, rendering data usable for different 
purposes. In addition, their registries provide APIs that allow for their 
interoperability with other systems and devices in various contexts. 
They are furthermore designed to be machine-readable  facilitating 10

data processing and assessment through other devices. Persistent 
identifier registries also constantly produce new data through 
encouraging new entries within existing registries and the provision of 
additional metadata. Moreover, new persistent identifier registries are 
set up for further classes of objects such as data, software, grants, or 
conferences  contributing to the constant scalability of bibliometric 11

infrastructure.  
Persistent identifiers therefore play a decisive role in the linkage of 

data about research, researchers, and research organizations. Research 
practice can now be mapped from research funding to research results 
assigning output to individual researchers and research 
organizations.  They are announced as “an essential tool for resource 12

management […] to ensure that the benefits of investment in research 
can be distributed and harvested over the long-term” (Dappert et al. 
2017: 2). They are furthermore projected as contributing to the 
development of new “metrics around usage, reusage and other sorts of 
relationships between research objects” (Klump et al. 2017: 2). 
Persistent identifiers have become an indispensable means not only for 
attributing credit to researchers and research organizations for their 
scientific achievements, but also for making them much more 
accountable for the money they have spent.  

 See Meadows et al. (2021).10

 See for an overview about ongoing initiatives Ferguson et al. (2019).11

 Check for initiatives such as the PID graph (Fenner and Aryani n.d.) or the 12

Research graph (Research Graph Foundation n.d.). 
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Evaluative sof tware and current research 
information systems 
Bibliographic, citation, and altmetric data provided by citation indices 
and altmetric data aggregators are processed, linked, and analysed by a 
variety of software tools and current research information systems 
(CRIS) (see Figure 3). Software development sets in as early as the 
1980s, since when it has accelerated and diversified. Already in 1997, 
Sylvan Katz and Diana Hicks observed the emergence of so called 
“desktop bibliometrics”  where “[a]dvanced scientometric tools are 13

moving from the realm of the privileged few with access to mainframe 
and minicomputers to the desktop of researchers equipped with 
personal computers” (Katz and Hicks 1997: 141).  

Figure 3. Development of software and current research information systems. 
Source: Authors’ own illustration. 

The first major software product explicitly developed for evaluative 
purposes dates back to 2006, when management professor Anne-Wil 
Harzing developed the free software package Publish or Perish. It 
made citation analyses and a set of impact and output metrics based 
on bibliographic data from Google Scholar available to a wide 
audience ranging from individual researchers to librarians and research 

 The term has recently been used in a different manner, denoting the application of 13

bibliometrics by research managers and policy analysts, often including uninformed 
or even misuse of indicators (Bornmann 2020).
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administrators (Harzing.com 2016a). The software had been initially 
designed to include research from disciplines that were not covered 
adequately in Web of Science and, in the meantime, has been extended 
to include Microsoft Academic, Scopus, and also Web of Science as 
databases for calculating individual-level impact metrics (Harzing.com 
2016b). Invented one year after the introduction of the h-index, 
Publish or Perish has been and still is prominently used as an h-index 
calculator to support decisions for promotion, tenure, or funding 
applications (Harzing.com 2021). 

Three years later, evaluative tools were rolled out on a larger scale 
through introduction of the commercial web-based software suites 
SciVal by Elsevier (Relx 2009) and InCites by Thomson Reuters (ISI 
Web of Knowledge 2009) in 2009. They permit a wide range of 
analytic functionalities packaged into several modules depending on 
the chosen subscription model of their users. They offer individual and 
organizational performance profiles, global comparisons with other 
research organizations, or expert searches (The Scholarly Kitchen 
2014). They are designed to evaluate research productivity, research 
collaborations and impact as well as to offer benchmarking and 
reporting functionalities (Clarivate Analytics 2019a). In 2019, Digital 
Science also introduced a tool for research evaluation with Dimensions 
Analytics and Dimensions Profiles. The web applications build on 
Dimensions’ data and can be used for complex analyses or for finding 
experts for reviews and collaborations and showcasing institutional 
research. Dimensions Analytics supports data exports to bibliometric 
mapping software and has integrated features from Altmetric.com 
(Dimensions 2021b, 2021c).  

Drawing on data from the respective citation index of their 
providers these software tools enable the computation of research 
output and impact analyses as well as benchmarking functions 
(Clarivate Analytics n.d.; Elsevier 2021b). Research managers and 
administrators, academic librarians, and researchers themselves are the 
main targeted user groups for these products (Leydesdorff et al. 2016; 
Petersohn 2016). Their dashboards provide “enhanced visual data 
analysis” (Dimensions 2021b) with tables and multiple visual 
components based on graphs, maps, profiles, and plots, making them 
easily applicable.  

Yet, the market for evaluative bibliometrics software is not 
dominated by proprietary products with restricted access alone. In 
2011 and 2012, Google launched its free citation service Google 
Citations connected to Google Scholar profiles and the journal ranking 
Google Metrics, both delivering h-type and more citation metrics for 
authors and journals (Goldenfein et al. 2019). Compared to the three 
other software tools its functionalities are, however, limited. A major 
development in the market for analytical software tools has been 
triggered by artificial intelligence technologies such as machine 
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learning and natural language processing that have not only become 
central technologies in the underlying databases but also in software 
programs. SciVal and InCites both proclaim to be “next generation 
analytics platforms” by incorporating these technologies (Elsevier 
2021c; InCites 2021).  

Current research information systems represent a distinct category 
within the bibliometric infrastructure because they consist of an 
integrated database and information system with a user interface for 
different applications. They integrate several different external and 
internal data sources such as bibliographic databases as well as 
internal human resources and financial systems for providing reports 
and producing outputs such as CV exports or content for 
organizational websites showcasing research (Sivertsen 2019). The 
most prominent current research information systems are Pure 
developed by the Danish company Atira (Relx 2012), Elements as a 
product of the British start-up Symplectic (Research Information 
2015), both dating from 2003, and Converis, which was developed in 
2005 by the German company Avedas (Information Today 2013).  

These systems assume an increasingly important role not only in 
research reporting, assessment, and information management at the 
organizational level but also in supporting national research evaluation 
exercises as well as tenure programmes (Fondermann and van der Togt 
2017; Kaltenbrunner and de Rijcke 2017; Lim 2021). Their potential 
has been recognized by Elsevier, Digital Science, and Thomson Reuters/
Clarivate which acquired the three current research information 
systems, respectively in the years 2010 (Digital Science and Elements), 
2012 (Elsevier and Pure), and 2013 (Thomson Reuters and Converis). 
As opposed to the administratively often less visible usage of 
evaluative software tools like SciVal and InCites in research 
organizations, current research information systems increasingly come 
with openly communicated, incentivized compliance policies in 
universities to foster digital collection and registration of research 
information. They furthermore increasingly represent a passage point 
for academics in research organizations that are required to register 
metadata about their research activities to be eligible for tenure 
programmes, promotion, or related assessment frameworks 
(Fondermann and van der Togt 2017; Kaltenbrunner and de Rijcke 
2017; Piromalli 2019), or for having their research presented on the 
research organization’s website.  

Evaluative software tools and current research information systems 
thus play a key role in producing and assessing bibliometric data and 
providing meaning to it. They are tightly linked to and highly 
interoperable with other components of the bibliometric 
infrastructure. They provide APIs for connecting with other tools and 
draw on persistent identifiers to flexibly incorporate and link new 
(meta)data. Being structured in modules to perform distinct functions 
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such as benchmarking or collaboration analysis, they are easily 
scalable. Whereas analytics software is confined to analysing data at 
the organizational level, current research information systems can even 
be scaled up from organizational to national level by means of 
integrating multiple data sources, enabled by APIs and persistent 
identifiers.  

How evaluation is exactly done, however, is not a matter of only 
data content or indicators. While traditional indicators still form an 
integral part of these tools, claims for “predictive research analytics” 
have been raised. Providers of evaluative software contend that their 
advanced technologies not only allow for retrospective performance 
measurement. They also enable predictive analyses of future 
developments ranging from discovering trending topics to detecting 
potential high impact research. Dimensions Analytics is advertised as 
providing “enhanced discovery tools […] to deliver a full picture of 
past, current, and future research” (Dimensions 2021b). SciVal even 
claims to “enable […] users to envision alternate research groups by 
‘dragging and dropping’ any researcher across the globe into 
hypothetical teams and gauge expected changes in performance by 
benchmarking ‘fantasy’ groups against existing groups” (EurekAlert 
2011). Data scientists discuss “intelligent bibliometrics” as a promising 
(and profitable) new field arguing that “[t]raditional bibliometrics 
profile key topics and players using citation/co-citation and co-word 
statistics, but fail to identify complicated relationships to explain ‘why’ 
and ‘how’” (Zhang et al. 2020: 1259). They claim that “[n]ovel 
bibliometric approaches, with the aid of advanced information 
technologies (e.g., machine learning and streaming data analytics), 
create new opportunities to uncover such relationships” (Zhang et al. 
2020: 1259) enabling new kinds of complex analyses of research 
trends and future performance. Currently, publishers especially explore 
the potential of predictive analyses based on data from both citation 
databases and software tools for improving the performance and 
impact of their journals (Clarivate Analytics 2019b; Aspesi and Brand 
2020). Yet, these predictive analyses might slowly be extended to the 
realm of national and organizational research assessment (Aspesi et al. 
2019). The generative potential of software tools and current research 
information systems to constantly produce and link data on research 
and research practice has thus become a playground for testing new 
ways to channel research collaboration and to predict academic 
performance.  

From indicator-based research evaluation to data-
dr iven research analyt ics 
Charting the development of bibliometric infrastructure within the last 
two decades, we have shown that citation databases, altmetric data 
aggregators, persistent identifiers, evaluative software tools, and 
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current research information systems have experienced enormous 
growth in their content and functionalities. Citation databases are 
indexing an increasing variety of publication types, extending their 
coverage of subject fields and broadening their scope towards 
additional research products and outcomes such as books, patents, and 
more. Altmetric data aggregators are producing data on the reception 
of research outcomes in academia and society at large that are 
supposed to trace the “impact” of research beyond citations. Machine-
readable persistent identifiers are created to unambiguously identify 
researchers, research organizations, and research objects linking them 
to additional metadata. And evaluative software tools and current 
research information systems are constantly enlarging their range of 
functionality to make use of these data and extract meaning from 
them. 

Yet, it is not simply the sheer growth of these technologies for 
producing and assessing data about scientific practice and outcomes 
that has contributed to an ongoing proliferation of performance 
measurement in academia. It is in addition the increasing 
interoperability, scalability, and flexibility of these technologies and the 
datasets they produce that has moreover augmented the possibilities 
for academic evaluation. These material specificities of bibliometric 
infrastructure have generated a significant shift in the possibilities for 
practising evaluation of researchers and research organizations, giving 
way to data-driven research analytics based on what is digitally 
accessible and assessable.  

The interoperability of different datasets and software tools through 
APIs and persistent identifiers allows for the linkage of various and 
constantly growing datasets through which data on researchers, 
research conditions, and research outcomes become related to one 
another. These linkages provide information not only about 
publication practices and their reception. They also strengthen belief in 
“return on investment”. Relating particular grants and other sources 
of funding to researchers and research organizations allows for 
questions about the adequate allocation of resources rendering not 
only researchers but also funders accountable for how they spend their 
money.  

Interoperability is also made available between databases and 
different software tools which provide the functionalities to draw 
meaning from these data. This interoperability of databases and 
software allows for the scalability of bibliometric infrastructure 
making it possible to constantly attach new data and functionalities to 
existing infrastructure. The scope of academic performance 
measurement can thus be permanently extended not only from the 
micro-level of individual researchers to comparisons between entire 
research organizations worldwide, but also in terms of new ideas for 
evaluation criteria and the evaluated subjects. The availability of new 
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data such as mentions in policy documents (Overton n.d.) generates 
the potential to make these data usable for “policy impact” as a new 
evaluative criterion (Tattersall and Carroll 2018). 

The scalability of the software and its functionalities also depend on 
the flexibility of data production and usage. Evaluative software tools 
and current research information systems exhibit generative potential 
by constantly extending their functionalities to integrate and assess 
new kinds of data and to extract meaning from them, making practices 
of research assessment increasingly data-driven. Moreover, the 
interoperability of databases and software through APIs and the 
machine-readability of data facilitated through persistent identifiers, 
their scalability, and their constant enlargement through the flexible 
integration and construction of new data generate an urge for 
prediction and trend analyses rather than retrospective evaluation of 
past achievements operationalized along predefined indicators. 
Evaluation of the past is turned into predictive analytics of the future. 

These features of interoperability, scalability, and flexibility hold the 
generative potential to change academic performance measurement 
from indicator-based evaluation towards data-driven research 
analytics. They provide the material means for generating new 
evaluation categories as well as belief in the possibility of calculating 
and predicting successful research. Research analytics therefore not 
only claim to evaluate past research but generate an understanding of 
research practice as a predictable enterprise.  

Conclusion 
With our study on the development of bibliometric infrastructure, we 
discussed how the interoperability, scalability, and flexibility of 
bibliometric infrastructure contribute to an extension of indicator-
based research evaluation towards data-driven research analytics 
highlighting how the material specificities of digital infrastructure 
generate new possibilities for the production and assessment of data in 
valuation processes. We argued that technology does not only have a 
performative effect on how evaluation is practised through predefined 
indicators and their inscription into technology but can furthermore 
generate a new understanding of what is actually evaluated. This is 
fostered by digital possibilities of producing and linking unprecedented 
masses of digitized data and the advancement of automated assessment 
technologies. The advent of data-driven research analytics catalysed 
through material specificities of digital infrastructure therefore holds a 
different approach from extracting meaning from data than does 
indicator-based research evaluation. It claims not only to extrapolate 
the future from past performance but moreover to genuinely discover 
novel topics, trends, and future achievements.  

This is not only empirically relevant for understanding recent 
developments in the (e)valuation of academic performance. The data-
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drivenness of digital infrastructure also opens up new avenues for 
theory development in research on quantification. Quantification is so 
far understood as the production and communication of numbers that 
turn qualitative characteristics into quantities based on predefined 
metrics and indicators (Espeland and Stevens 2008; Mennicken and 
Espeland 2019). Quantification in this regard follows from 
operationalizing qualitative differences in terms of quantitative output 
according to a common metric. Yet, the data-drivenness of bibliometric 
infrastructure appears to work the other way round. Instead of 
constructing a priori a quantitative indicator for qualitative 
characteristics and performances, it is the massive production of 
digitized data and new assessment technologies from which follows 
how measurement and evaluation can be done (Krüger 2020). Thus, 
data-driven analytics do not systematically collect data based on 
operationalized indicators. Instead, it is the availability of large 
amounts of interlinked digital data subjected to algorithmic analysis 
that have the generative power to create new understanding of 
academic performance and scientific practice as such.  

Yet, how these data are used is neither set nor predetermined 
through technology alone. It not only depends on their users (McCoy 
and Rosenbaum 2019; Lim 2021), but also on their providers. While 
we have referred to non-commercial datasets and tools such as ORCID 
or Publish or Perish, a substantial part of bibliometric infrastructure in 
use is owned by big private companies such as Clarivate, Elsevier, and 
Digital Science. Each of their product portfolios includes a current 
research information system and evaluative software tools that draw 
on their own respective citation databases. Bibliometric infrastructure 
has thus become a commercial product through creating – as 
Mirowski (2018) has put it – an encompassing “Panopticon of 
Science” that allows for “near real-time surveillance of the research 
process” (Mirowski 2018: 195).  

Which part of the research process is subject to research analytics 
and under which premises is however still contingent. It depends on 
the potential “use cases” that their commercial providers advertise to 
win different kinds of customers even beyond researchers and research 
administration such as funders or publishers. Providers of research 
analytics follow the “institutional data imperative” (Fourcade and 
Healy 2017: 9) of modern organizations. They collect as much data as 
possible without any specific use in mind (see also Sadowski 2019). 
Consequently, building on the idea of “assetization” (Birch and 
Muniesa 2020) data on scientific practice have become an asset 
because they can constantly be repurposed for various uses depending 
on “data activation regimes” (Beauvisage and Mellet 2020: 77) or the 
“techcraft” (Birch et al. 2021: 2) that provide data with meaning and 
thus with economic value.  
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For our case of bibliometric infrastructure this implies that the 
assetization of data on scientific practices becomes possible through 
the material specificities of bibliometric infrastructure. Its 
interoperability and scalability allow for an increase in the amount of 
data – no matter if the data are provided by commercially operating 
enterprises such as Elsevier, Clarivate, or Digital Science or freely 
produced by non-profit organizations and later included in commercial 
products. The flexibility of these data allows for them to be put to use 
in various ways and contexts depending on how the functionalities of 
the evaluative software draw meaning from them. It thus appears to be 
the economic valuation of data on scientific practices – either as 
revenues for commercial providers or as return on investment for 
research management, policy agents, and funding agencies – that drives 
the extension from indicator-based research evaluation towards data-
driven research analytics. 
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